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‘\ Abstract

—_—

An investigation of RF beam-switching networks for creating, with a
multiple-beanm antenna (MBA), a set of electronically steerable antenna beams,

shows that there are three main classes of network. Taking the case of a

61-beam MBA with 8 simultaneously steered beams as an example, we can describe

these classes as a) networks which can connect any one of the 8 output ports
to any one of the 61 beam feeds, b) networks which can connect the 8 output
ports to any set of 8 beam feeds selected from the 61, but with a constraint
imposed on the order in which the 8 ports are connected to the 8 selected
feeds, and c) networks in which the set of 8 beam feeds cannot be selected
arbitrarily - some fraction of the total number of conceivable
interconnections cannot be completed.

Networks exist in each of the three classes ﬁaving very similar traffic
handling performance and yet requiring a total number of switches which is
very different from one class to the next, Their number is 907, 387, and 175
for the unconstrained, order-constrained and selection-constrained networks,
respectively, needed to do the 61~to~8 switching job described above.

The report examines the design, performance and complexity of such
networks for general N and M. Included are two further measures of
complexity, as well as the switching algorithm and the effect of non-uniform

traffic. The results are presented as graphs, tahles and formulas.
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I, INTRODUCTION

An investigation of RF beam—switching networks for creating, with a
multiple-beam antenna (MBA), a set of electronically steerable antenna beanms,
shows that there are three main classes of network. Taking the case of a
6l1-beam MBA with 8 simultaneously steered beams as an example, we can describe
these classes as a) networks which can connect any one of the 8 output ports
to any one of the 61 beam feeds, b) networks which can connect the 8 output
ports to any set of 8 beam feeds selected from the 61, but with a constraint
imposed on the order in which the 8 ports are connected to the 8 selected
feeds, and c¢) networks in which the set of 8 beam feeds cannot be selected
arbitrarily -~ gome fraction of the total number of conceivable
{nterconnections cannot be completed.

Networks exist in each of the three classes h;ving very similar traffic
handling performance and yet requiring a total number of switches which is
very different from one class to the next. Their number is 907, 387, and 175
for the unconstrained, order—constrained and selection-constrained networks,
respectively, needed to do the 61-to-8 gwitching job described above.

In the following sections, the design of the general N-to-M switching
network of each class is examined. The hardware parameters considered are (in
addition to the total number of switches) the maximum number of switches in
series in any signal path, and the number of possible signal paths physically
in parallel. The network design procedure and switching algoritha are
described, and the traffic handling capacity is evaluated. The superior
performance of one type of selection-constrained network, (the “merged”),

under non-uniform traffic conditions, compared with that of another type (the

“discrete”) is demonstrated.

———
.
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It should be noted that the report is devoted solely to evaluating some
particular parameters associated with a waveguide switch network. Not
considered are the trade~offs between switching at RF rather than at IF or the
iancorporation of redundancy. The report addresses only the more narrow
problem of designing an N-to-M waveguide switching network when N and M are
glven.

However, the possibility of the RF/IF trade-off is an important
consideration in the design of the network. In particular, it allows a
greatly simplified and less lossy RF switching network to be used, by relying

on the IF (or lower-frequency) switching to reorder the set of beam feeds

selected, but not placed in proper order, by the RF switching.
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Fig. 1. The direct implementation of the general unconstrained switching
network.
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Fig. 2. Circuit diagrams of a 1-to-9 subunit showing the preferred design (a)
and two more lossy designs (b) and (c).
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II. UNCONSTRAINED NETWORKS

Conceptually, the simplest switching network capable of coannecting M
output ports to any M of N beam feeds, in any order, is that shown in
Figure 1. It is assembled from a total of N + M separate sub units, each of
which is a switching network capable of connecting a single port on one gide
to any one of the n ports (where n stands for N or M) on the other side. If
we denote by S the number of switches needed by the subunit to perform its
function, and by L the maximum number of switches in series in any signal path
through the subunit, then for a subunit design which minimizes the numbers §S

and L, they are given by

S = n-1 (1)
L=1+ Int{logz{(n - 0.1}, _ (2)

where Int stands for “"integer part of" and Ivt{-,x'} = -Int{,x'+1}.

The general configuration of the subunit waveguide circuit is shown in
Figure 2(a). Figure 2(b) shows an alternative configuration which increases
unnecessarily the maximum number of switches in any one signal path, and
Figure 2(c) a configuration which increases unnecessarily the number of signal
paths having the maximum number of switches in series. Both the alternative
configurations impart more signal loss than is necessary in some of the signal
paths.

The switches are denoted by small circles at each three-way waveguide
Junction. Physically each switch could be a ferrite two-state circulator.

It can be used to route signals from a selected input port to the output port,

e S Y




or vice versa. However, it should be noted that the circulator is a
non-reciprocal device. The states of all the switches in the signal path
would have to be reversed if the signal direction is reversed. Figure 3 shows
the signal flow direction for the two states of a switch.

From Figure 1 and equations (1) and (2) we find that for the direct
implementation of the unconstrained N-to-M network, the maximum number L of
switches in any one signal path and the total number S of switches required

are given by

S=2NM-M-N (3

L=2+ Int{logz(N-O.l)} + Int{logz(M-O.l) }e (4)

For convenience, tables of these formulas are presented in the Appendix.

For large M and N, (3) shows that the number of switches required for
this unconstrained N-to-M switching network is itself very 1large. For
example, if N=61 and M=16, then 1875 switches are required. The maximum
number of switches in series in any signal path, for the same example, is not
less than 10. If the insertion loss of a single switch is 0.25 dB, therefore,
the total insertion loss cannot be less than 2.5 dB (for that signal path
through the whole network having the maximum number of switches).

Also of great significance for this unconstrained network is the size and
complexity of the waveguide plumbing job. Reference to Figure 1 shows that
the number of possible signal paths in parallel between the front and

back ranks of subunits is given by MM, of which only M are in use at any one




Fig. 3. The two states of the latching ferrite waveguide switch, showing the
paths of easy signal flow.




time. For the example of the previous paragraph (N=61, M=16), the product NM
i8 976, and only 16 are in use at any one time. Thus the unconstrained
network having the configuration shown in Figure |1 wmakes very inefficient use
of its hardware,

The direct implementation shown in Figure 1 is not the only possible way
of connecting the M output ports in any order to any M of N beam feeds,
however. There exist conceptually more complicated networks which can do the
job with a fewer total number of switches, but they also seem to place a
congiderably larger number of switches in series in any one signal path.

One such network is a compound arrangement of two networks in series, as
shown in Figure 4. The first network 1is of the order-constrained type
discussed in the next section. It enables any M of the N beam feeds to be
connected to the M output ports. The second network 1is the directly
implemented unconstrained type shown in Figure 1 and has M input ports and M
output ports, It overcomes the ordering constraint imposed by the first
network by allowing an arbitrary reordering to be carried out before the final
M output ports. As the discussion in the next section makes clear, the number
of switches required for the order-constrained N-to-M "selection” network {is
not so readily evaluated as for the unconstrained type. It 1is, however
substantially less, and can more than make up for the additional switches
required for the unconstrained "reordering” network.

For example, if N=61 and M=16 as before, then the order-constrained
selection network requires 459 switches and has a maximum of 10 switches in

series in any of 1its signal paths. The wunconstrained reordering network

SR 4 s
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{(Unconstrained)
“REORDERING”

Fig. 4. Ccampound implementation of the general unconstrained N-to-M switching

network.
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following it requires, from (3), 480 switches and has, from (4), a maximum of
8 switches in series in any of its signal paths. Thus the complete compound
network requires 939 switches and has a maximum of 18 switches in series in
any of its signal paths. The compound network has therefore achieved a
substantial reduction in the total number of switches required (939 instead of
1875), but at the price of a substantial increase in the maximum number of
switches in any signal path (18 instead of 10).

The general formulas for S and L for the order-constrained network are
presented in the next section., Adding the values of S and L obtained from
those formulas to the values obtained from (3) and (4), with N=M, we can
evaluate S and L for the complete compound network. The results are presented
in tabular form in the Appendix. The formulas for the order-constrained
network need a lengthy description and so their présentation is left for the
next section.

Another feature of councern is the plumbing complexity. For the direct
implementation of the unconstrained network, the total number P of possible
signal paths physically existing in parallel is given by NM. For the compound
implementation, P is N, 1if M=l, and Max{2(N-1),M2} otherwise, and for the
order-constrained network it 1is N, if M=1, and 2(N-1) otherwise. These
expressions are presented in tabular form in the Appendix. Thus the plumbing
complexity can be very much less for the compound implementation and for the
order-constrained network. The sketches of the three circuits shown in
Figure 5 for the simple case N=6, M=3 illustrate clearly the differences in

complexity. The quantity P is the maximum number of signal paths than can be

cut by a plane perpendicular to the direction of signal flow.

e -ty .




(s) DIRECT IMPLEMENTATION,
UNCONSTRAINED NETWORK
§=27, L=5 P=18

{b) COMPOUND IMPLEMENTATION,
UNCONSTRAINED NETWORK
§=26,1L=8 £=10

(c) ORDER-CONSTRAINED
NETWORK
$=13. L=4,P=10

Fig. 5. Simple examples, for N=6 and M=3, of the two types of unconstrained
network, and of the order-constrained type. P is the number of possible sig-
nal paths physically in parallel.




Table 1 presents a comparison of the total number S of gwitches, the
maximum number L of switches in any one signal path and the total number P of
possible signal paths physically in parallel, for the two implementations (the
direct and the compound) of the unconstrained N-to-M switching network, for
some selected values of N and M. Also included, for completeness, are the
same data for the order-constrained network described in the next section.

The data in Table 1 show that if N is much larger than M and if M itself
is much larger than 1, then the compound implementation of the unconstrained
network, in comparison with the direct implementation, achieves a substantial
reduction in the total number of switches required. However, if N is not much
larger than M, the reduction 1s comparatively minor, and in all cases the
maximum number of switches in series 1n any signal path is substantially
larger in the compound implementation. The plumbiﬁg complexity, measured by
P, is significantly less in the compound implementation, but it still remains
high for the higher values of M. The contrast between both implementations of
the unconstrained network, on the one hand, with the order-constrained
network, on the other, is very marked. The values of S and P required by the
order-constrained network are very much less than those required by the other
two in all but the simplest examples (and they are still no greater in those
cases), and L is always no greater, and in many cases substantially less.

These results lead to the conclusion that there is great advantage to be
gained from a system design for which the order-constrained type of network is
acceptable. The uncontrained networks quickly become intractable in number of
switches and plumbing complexity as the number of input and output ports

rises.
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TABLE 1

S, L, AND P FOR THREE NETWORKS

Unconstrained Order-
Constrained

Direct Compound
Implementation Implementation

S L S L

28 5 28 7
85 73 12
10
14
16
16

o & e oo » O Wwl -

15
20
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The algorithm for controlling the switches of the unconstrained networks
in straightforward for the directly implemented type. Each subunit is either
an N-to-]1 or a 1-to-M subnetwork of the type sketched in Figure 2(a), and the
switch settings within the subunits associated with beam feed n (or output
port m) depend only on the designation of the output port (or beam feed) to
which beam feed n (or output m) is to be connected. Thus to connect beam feed
n to outpué port m, the switch settings in the subunit associated with beam
feed n are determined solely by the number n. And if n is expressed in the
binary form n = bq...b2b1, where the by are the individual bits of the
binary number n, then the settings of successive ranks of switches, starting
from the single input port, are given directly by the b,, starting from
by » the most significant bit.

The same approach applies to the reordering section of the compound
implementation of the uncounstrained network, because it 18 an M-to-M
directly-implemented unconstrained network, The selection section is an
order-constrained network, the switching algorithm for which is discussed in
the next section.

The two implementations of the unconstrained network that have been
disussed here clearly do not cover all possible implementations. Various
special cases can be constructed which are not representataive of either.
However, no other general type of implementation seems to have been

identified.
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IIT1. ORDER-CONSTRAINED NETWORKS

The switching networks to be described in this section have the following
properties:

a) The M output ports cannot be connected in any order to the
arbitrarily selected subset M of the N beam feeds, the order being
determined by the switching network.

b) the total number S of switches is usually very much less than for
the unconstrained networks.

c) the maximum number L of switches in series in any signal path is no
greater than for the unconstrained networks.

d) the number of possible signal paths physically in parallel 1is
usually much smaller than for the unconstrained networks.

e) the switching algorithm is simple. |

£) the general network circuit diagram evolves systematically.

Other classes of network than the one to be described, and which satisfy the
same set of conditions, may exist, and there are some known special cases
which are an improvement, in some respects, on the patticulaf network of that
class.

The procedure for sketching the network diagram is a process of
overlaying M identical (N-M+l)-to-1 sub-trees, each one displaced laterally by
the unit cell size from the one before. Figure 6 i1llustrates the process for
an 8-to-3 network. On the left is the 6~to-1 subtree used as the building
block, and on the right is the result of overlaying the necessary 3 subtrees
to form the complete network. At every junction of 3 lines, a switch is
required. Where lines lie on top of one another, only one line (physically,

only one length of waveguide) is understood to exist.

14




Fig. 6. Development of the complete order-constrained N-to-M network (right)
by overlaying displaced replicas of an (N-M#l)-to-1 subtree (left).
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The (N-M#l)-to-1 subtrees must conform to a particular style for their
assembly into the complete network to proceed correctly. That style is shown,
for N-Mtl running from 1 to 10, in Figure 7. Further development for larger
values of N-M+l, follows in an obvious extension of the procedure. In
words, the n-to-l subtree is obtained from the complete Zﬁ-to-l binary tree by
removing ﬂ-n ports in a block from one end, and pruning away the superfluous
branches. Here @ is given by 1 + Inc{logz(n-o.l) }o  The complete binary
trees in Figure 7 are denoted by the numbers 1,2,4 and 8.

If loga(N-M+l) 1s an integer, then the fact that the subtree is a
complete binary tree, as discussed above, makes the resulting network
symmetrical. Otherwise, it 1is not.

The derivation of the formula for the total number S of switches in the
network is straightforward, but tedious. One way 1Vs to start with N~-M=0, for
which S=0, and then keep account of the increments AS in S which occur as N is
increased by unit increments and M is kept constant. The general result is
that the AS have a geometrically cyclic behavior, the k'th cycle extending
over the 2K values of N-M for which 2"_(_ N-M < 2kt '

Specifically,

M-1, for N-M = 2K

k=3+2 (5)

AS =

waf{2¥ 321 241}, for N-M = 2* + (20-1)2%7)

where k = 0,1,2,.0.; § = 1,2,3,...,k and m = 1,2,...23"], That 1s, when N-M
is increased by unity to assume the values given above, S increases by the
amount AS given above. Figure 8 shows the sequence N-M = 0,1,2..., 8 for the
case H-3; Exaaining the behavior of such sequences for different values of M

leads to the result expressed by Equation (5).

16




Fig. 7. Development of the basic n~to-l1 subtree building block for the
order-constrained N-to-M network, where neN-Mt+l.
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-M = -M = N-M=2 N-M=3
N-M=0 As':.z':a-t‘=5 AS=2M-1:=§ AS=MIN{ 3,2M-!} =3
AL= 1.(M=1)} <2 AL= {1.(M<2)} =2 AL=0
L= {2,(M>1) = 2.(M>2)

N-M=4 N;M =5 N.M=6
AS=2M-1=5 aS = MlNi 32m-1} =3 AS = MIN {L7,2M—1} =5
_{1,(M<4) 21 L=0 AL=0

AL= 12 M>4)
NM =7
AS = Mmi 3am-1} =3
L=0

: N-M=8 AL= {\.(M<e) -
= AS=2M-1=§ 2,(M>8)
t

Fig. 8. Increments in S and L as N-M increases for constant M. The addi-
tional switches in each case are marked.




The result can also be depicted as the following infinite AS array, in

vhich My stands for Min{x,2M-1}:

(k0) M, 0 0 O O O O O 0 0 0 O0 0 ...
(kel) M, M, O O O O O O O O O0 O O
(k=2) M, M, M, My O O 0 O O O O O O
(k=3) M, M, M, M, M, My M, M, O O O O 0O
(k=4) M, M, M, My Mo M, M, M, My M, M, My M ...

The mmber of non-zero elements in the k'th row 1s the number of umnit
increments of N-M needed to complete the k'th cycle.

The total number of switches S required by the order-constrained N-to-M
switching network is given by summing, row by row, the first N-M non-zero

elements of this array. The result is

K
S = (R1)(2M-1)+ | n mn{zk+l

k=1

-1,24-1} 6)

where K = Int{logp(N-Mt0.1)} and ny = Max{0,Int[(NM+0.1)2"k-1/2]}. The
coefficient m is the number of times the element Min{2k*l-1 2M-1} occurs
in the k'th row of the AS array.

Following the same procedure to evaluate the maximum number L of switches

in any signal path, we find the increments AL of L to be given by

0, N-M # 2K
AL= |1, M= 2* and M < 2
2, N-M = 2% and M > 2%,

k 100

19




for k=0, 1, 2,...

Thus the number of non-zero increments of L 1s 1 <+ K, where
K= Int{logz(N-m'O.l)}. as before. And the number of increments of L of value

2 1s I+Min{K,Int[loga(M~0.1)]}. The required expression for L is therefore

L=2+K+ Hin{K.Intllogz(H-O.l)]}, (8)

where K = Int{log(N-M+0O.1)].
The maximum number P of possible signals paths physically in parallel is
the measure used to quantify the plumbing complexity of the network. It is

given by

N, M=1

2(N-1), M > 1, (9

as an examination of Figure 8 quickly verifies. When N-M 1is odd, P is the
number of waveguides converging on the second bank of switches behind the beam
feeds, in the direction of the output ports. When N-M 18 even, P is greater
than this number by unity to include the additional path not having a switch
in the first bank.

The Appendix includes tables of S, L and P, for the order-constrained
network. Table I of section II shows a comparigson of S, L and P, for the
order-constrained network, with their values for the two classes of
uncoantrained network, for some selected values of N and M. It shows that the

network weight, complexity and ingertion loss can all be less, in many cases

drastically so, 1f the order constraint is acceptable.




The switching algorithm for the order-constrained network is based on a

simple l-to~(N-M+1) algorithm being applied to each of the M binary subtrees
separately, and then accommodating the fact that the subtrees overlap and are
superimposed. (Figure 6 shows a single subtree and the superposition
process.) The signal path in the complete network from beam feed n to output
port m is 1identically the signal path from beam feed n in the subtree
converging on output port m.

This definition of the signal paths (already implicit in the derivation
above of the maximum number of switches inm any signal path) makes explicit the
ordering counstraint ilmposed by the network. It can be expressed in terms of
the list of M beam addresses n),n2,...,nqg. Beam address ngp, for example,
is the number of the beam feed to which output port m 18 to be connected. If
we label the beam feeds from 1 to N, and the output ports from 1 to M, in
order, in the same sense, then the above definition of required path imposes

the constraint on the ny that

1 S_nl <n, <{n, ¢ £ nm.s N. (10)

2 3

This can be reexpressed as

m<ln {N-M+n, (11)

which means that output port m can be connected only to the subset of size
N-M+1 of the total number of beam feeds. Figure 9 depicts this result

graphically, In words, the ordering constraint means that the selected set of
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Fig. 9. Symbolic depiction of the range of beam feeds to which output port m
can be connected. .
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m beam feeds are connected to the M output ports in the same order. The M
separate simultaneous signal paths through the network do not cross one
another on the planar circuit diagram. We note that the network itself does
not improve the full ordering constraints described here. They are imposed by
the combination of the network together with the particular definition of the
signal paths adopted here.

Figure 10 shows a corner of the general order-constrained N-to-M
switching network with the switches systematically numbered. There are two
classes of switches, namely the T-class, which are those existing in the basic
subtrees from which the network is assembled, and the U-class, which are the
additional switches required at the junctions of the subtrees.

The switch settings are determined by the set of beam addresses ng in
that the individual bits bpr 5 of the binary forﬁ of the number np-m are
precisely the settings of the T-class switches in the m'th subtree. Thus a

simple procedure for setting the T~class switches is to start with m=] and set

the T-class switches according to the formula.

Tr,m+kq -b r,m (12)

where r,k = 1,2,3, ,..; q = 2T and

' r-1
ril br’mz a - @ (13)

By repeating this procedure for successively larger values of m until m=M, we

can complete the job of setting the T-class switches.




e

TO OUTPUT PORTS

N BEAM FEEDS

Fig. 10. Notation used to identify the switches in a switching algorithm for
the order-constrained network.




However, this 1s costly in the expenditure of switching energy because
many switches would be set and reset several times. With a little more
computation, we can set just once only the switches that need to be set. The

corresponding formula for this procedure is

Tr,m+j = br,m (14)
where
i-1
j= 3 b, 2 . (15)
{=r+] 100

Once the T-class switch settings have been determined, the U-class switch
settings are given by

0, T_ =l

r,n
Ur,n - 1, Tr,n+p-o

arbitrary otherwise

where p = 2I71,

The definition of switch setting adopted here is that if Ty gy or Uy g
is equal to 0, the path of low insertion loss through the switch runs from a
vertical connection to a connection on the left side of the switch, for the
layout depicted in Figure 10. Conversely, if Tr,m OF Ur a 18 equal to 1,

the side connection involved is on the right.
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IV. SELECTION-CONSTRAINED NETWORKS

The unconstrained and order-constrained networks described in the
previous sections have allowed the M output ports to be connected to any
subset of M beam feeds selected from the total of N beam feeds. The
order-constrained network obtains a substantial reduction in the switch count
by restricting the order in which the selected set of M beam feeds are
connected to the M output ports. This section deals with networks in which an
additional constraint 1is imposed, namely that the selection of the M beam
feeds cannot be made completely arbitrarily. It will be shown that the
selection constraint can result ia a further substantial reduction in the
switch count and yet, in some cases, incur only a minor degradation in
performance. It can do this because, of the total number of ways M beam feeds
can be selected from among N, only a relatively small number are prohibited by
the selection constraint.

Two types of selection-constrained switching network will be examined.
These are the discrete subdivided type and the wmerged subdivided type.
Examples are given in Figure 11, together with the corresponding
order-congtrained network, for the case N = 16, M = 4,

Example (b) in Figure 11 shows the most drastic kind of selection
constraint in operation. Each of the M output ports can be switched only
among the beam feeds in one specific subset of the N beam feeds, and each of
the M subsets 1s discrete. It is not possible, with this network, to connect
two or more outputs simultaneously to beam feeds within any single subset of

the beam feeds. We can show that the traffic handling capability of such a
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Fig. 11,

ORDER-CONSTRAINED
16-TO-4 NETWORK
$:=64, L=6 P=30

SELECTION-CONSTRATINED
18-TO-4 NETWORK
{Discrete Type)

§=12, L=2 P=18

SELECTION-CONSTRAINED
16-T0-4 NETWORK
{Discrete Type)

$=36 L=4, P=-28

SELECTION-CONSTRAINED
16-TO-4 NETWORK
(Merged Type)

$=44, L=4 P=32

Comparison of order-constrained network (a), with two examples of

the discrete type of selection-constrained network (b) and (c), and with the

merged type of selection-constrained network (d).
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network is much inferior to that of a less constraining switching network. On
the other hand, it has clearly achieved a very substantial reduction in all
the measures (S, L and P) of hardware complexity.

Example (c) in Figure 11 is again a  discrete type of
selection-constrained network, but with a less drastic selection constraint
than example (b). The reduction in hardware complexity 1s not as large, but
it proves to have a better traffic handling capability.

To calculate S, L and P for the digcrete type of selection constrained
network we use the formulas and tables already developed for the
order-constrained networks. This is because the network consists of two or
more order-constrained networks in parallel. Thus S (the total number of
switches) is the sum of the S numbers for each of the component
order-coustrained networks. The same applies to P (the maximum number of
possible signal paths physfically in parallel). On the other hand, L (the
maximum number of switches in series in any signal path) is the largest of the
L numbers of each of the component networks.

The merged type of selection-constrained network 18 shown 1in
Figure 11(d). It is similar to the discrete type shown in Figure 11(c), but
the M subtrees have been shifted laterally into a different pattern, and the
circuit diagram now {8 imagined to be drawn around the circumference of a
circular cylinder. This change has not much altered the S, L and P numbers,
but the switching flexibility has been greatly improved. It will be shown to

have a better traffic handling capability.
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Other examples of the merged type of selection-constrained network could

be given. The example shown in Figure 11(d) has an overlap of 2, in that there
exists for any beam feed the possibility of connection to either of two output
ports. This 18 because the example 1s generated by laterally displacing the
separate subtrees of the discrete network shown in Figure 11(c), for most of
whose beam feeds the same connection possibility exists. Starting with larger
values of N and M, we could draw a discrete type of selection-constrained net-
work having component order-constrained networks with three or more output
ports. The corresponding merged network derived from this by laterally dis~
placing the subtrees can accordingly have an overlap of three or more. More-
over, the merged type of selection-constrained network can have a non-uniform
overlap, as shown by the example in Figure 12, an arrangement that is useful
when the traffic originating in different beam footprints has different flow
rates,

No general formula for evaluating S, L and P for the merged type of
selection-constrained network has yet been worked out. The problem 1is that
there is more variability {n this type than any other. ﬁowever, since the
merged network can be derived from a discrete network, and since the deriva-
tion does not much change S, L and P, we can estimate these quantities by
evaluating them for the corresponding discrete type of selection-constrained
network. Such estimates are useful for system studies. Of course, for any
particular network, the quantities can be obtained directly by drawing the

network.
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The switching algorithm for the general selection-constrained network can
be applied separately to each order-constrained component, following the
description of the last section, if the selection-constrained network 1s of
the discrete type. No general formula has yet been worked out for the
switching algorithm for the merged type. However, once the beam addresses for
each output have been identified, and any conflicts resolved, a procedure
paralleling that used for the order-constrained network can be followed.

The selection-constrained networks impede traffic flow wmore than the
order-constrained or unconstrained networks. Since the assumption has been
made here that the order constraint will be corrected, if necessary, at IF or
later in the signal processing chain, it has not been necessary to compare the
traffic flow properties of the wunconstrained networks with the order-
constrained networks. They are identical, Now, however, the traffic flow
properties must be considered to enable us to trade off savings in hardware
with impaired traffic flow.

A traffic flow simulation was carried out for the networks shown in
Figure 11 using the following simple traffic model. The time line is divided
into a chain of equal-length serving intervals separated by request slots.
During each request slot, requests for service are accepted from the beam
footprints and assembled in queues, Queue f stores the requests from subset f
of the beam footprints, There are F queues and F separate subsets of
footprints which together make up the totality of beam footprints. During
each serving interval, each server (physically, a receiver fed by output port)

initiates, and completes, service of the request of longest hold time in the
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queue(s) under the purview of that server, Requests are accepted only from
“free" footprints - 1i.e., only from footprints not already in a request
queue. Thus 1if queue f, which holds the requests from the mf footprints in
gubset f, already holds gqf requests, then there remain only wf - qf free
footprints in that subset of footprints from which requests wiil be accepted.
The probability that a request will originate from any particular free
footprint in subset f of footprints in any particular request slot is
pg. The traffic handling capability of the network is then measured by the
proportion of the time, on average, that any footprint in subset f spends
waiting in its queue for service, for £ =1, 2, ...,F,

For the discrete type of selection~constrained network, each
order-constrained component handles independently the traffic originating from
the beam footprints it covers. Thus the performance of each component can be
examined separately. In the model, therefore, there is then only one queue,
the number of beam footprints is the number of feeds in the network component
and the number of servers is the number of output ports in the component.

For the merged type of selection-constrained network, on the other hand,
there are multiple subsets and queues. For example, for Figure 11(d), there
are 4 subsets of beam footprints (containing successively 3, 5, 3 and 5 beam
footprints) together with the 4 queues they feed, and 4 servers, each server
having 2 queues under his purview. That is because, physically, the first 3
beam feeds can each be connected to output ports &4 or 1, the next 5 can be
connected to ports 1 or 2, the next 3 to 2 or 3 and the final 5 to 3 or 4. As

another example, Figure 12 shows a network which has 6 gubsets of beanm
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S=38
L=5
P=26

Fig. 12. An example of a selection-constrzined 16-to-4 network of merged type
having a non-uniform overlap.
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footprints (containing, successively 3, 2, 3, 3, 2 and 3 beam footprints)
together with the 6 queues they feed, and 4 servers each having purview of 3
queues.

The results obtained from the traffic-flow simulation, for the four
networks shown in Figure 11, are shown graphically in Figure 13. The curves
show the percentage of the time that each footprint sapends waiting for
service, on average, as a function of the footprint request probability p, for
the different networks. The abscissa can also be interpreted as the average
footprint request frequency. All footprints were assumed to have the same
request frequency.

The curves in Figure 13 show that, at low values of the request
frequency, the waiting time percentage is very different for the four
networks, but its absolute value 1is samall. Thus the simplest switching
network (case (b) in Figure 11) incurs 20 times the waiting time percentage of
the most complicated network (case (a) in Figure 1l1), when p = 0.1, but all
the waiting time percentages are 2% or less. As the request frequency
increases, the waiting time percentages increase for all networks, but they
also get closer and closer to being equal. For large request frequencies, all
waiting time percentages approach the value 75%. This 1is because then all
footprints spend virtually all their time waiting in the queue (or queues),
and since there are 4 tim»s as many footprints as servers (output ports), each
footprint is served on average 25X of the time, and spends the rest of the

time waiting while others are served.
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Fig. 13. The performance of the four networks of Figure 11, for uniform
request frequencies. The notation Kx(N;M) implies a discrete type of
selection conetrained network with K components, each switching M ports among

N feeds.

34

PERES 2PN

Y




By considering such sets of curves for a range of values of M, we can
pick the network which best fits the system requirements. In doing so, we
would have to consider the weight and power tradeoff between switching network
complexity, on the one hand, and the use of multiple receivers, on the other.
1f, for example, switches are relatively heavy, a requirement for maximum
waiting time percentage may more economically be met with the simplest
discrete type of order-constrained network with 4 output ports and 4 receivers
instead of a more complicated network having fewer output ports and
receivers.

Other considerations, such as providing redundancy and the effect of
non-uniform request frequencies, also would be included in the choice of the
optimum network. In this context, it should be noted that the merged type of
selection-constrained network can accommodate non-uniform traffic conditions
much better than the discrete type,

Table II compares the waiting time percentage for the networks shown in
Figure 11(c) and 11(d) when the request frequency for the footprints covered
by the first 8 beam feeds is 0.3, and is 0.1 for the remaining 8. For both

networks, the waiting time percentage is larger for the footprints in the

subset having the greater request frquency. However, this waiting time for
the discrete network, which cannot recruit the underworked receivers connected
to the second set of 8 feeds to help in serving the busier 8, is twice “hat of
the merged network. For the same reason, the waiting time percentage of the
discrete network for the less busy set of feeds is only half that of the

merged network. Thus the ability of the merged type of network to shift the
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TABLE I1

WAITING TIME PERCENTAGES OF NETWORKS OF FIGURES 11(c) AND 11(d)

Waiting (%)
f m p Discrete Merged
f £
1 8 0.3 21.0 9.5
2 8 0.1 0.7 1.2
TABLE III

NETWORK OF FIGURE 11(d) WITH TWO SERVING STRATEGIES

Waiting Time Holding Time Length of
per Footprint per Request Queue
m|p 'Oldest | 'Longest | 'Oldest | 'Longest | 'Oldest | 'Longest
£l f 1st' ist' 1st' ist 1st' 1st'
3] 0.2 14.0 31.4 0.81 2,29 0.42 0.94
51 0.4 26.8 23.4 0.92 0.76 1.34 1.17
0.2 15,2 31.1 0.90 2.26 0.46 0.93
5] 0.4 25.3 21.5 0.85 0.68 1.27 1.08
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servers laterally can bring more service to the more heavily loaded feeds,

wherever they may be. This tends to equalize the waiting time percentages
experienced by footprints having different request frequencies.

Of course, the serving strategy i{s important here, too. The one
described above, and used to obtain the dashed curve in Figure 13, specified
that each receiver serves first the request of longest holding time in the
queues under its purview, An alternative strategy is that each receiver
serves first the request at the head of the longest queue under the purview of
that receiver, This seems, on the face of it, a reasonable procedure. And
simulations show that essentially the same curve as that shown dashed in
Figure 13 would apply when this alternative strategy 1is used on the same
merged type of selection—constrained network.

Under conditions of strongly non-uniform traffic load, however, the two
strategies lead to important differences in performance. In particular, the
"oldest-—réquest-first" strategy tends to equalize the average length of time
that the individual requests are held waiting in queues, whereas the
"longest-line-first"” strategy tends to equalize the average length of the
queues. If, therefore, one queue is supplied from a small subset of
footprints whereas the next 1is supplied from a large subset, then when the
request frequency from the large subset is large enough, the correspounding
queue will almost always be longer than the other queue, and therefore will
essentially capture the receiver using the "longest-line-first"” gtrategy. The
result is that the requests originating from the smaller subset of footprints

then spend much longer waiting in their slowly moving, short, queue than do




the requests in the longer but quickly moving queue. The serving strategy of
"oldest-request-first"” type, however, prevents this.

Table III shows some simulation results obtained with the 4-server,
4~queue network shown in Figure 11(d). The four subsets of footprints
contain, respectively, 3, 5, 3 and 5 footprints, and the corresponding request
frequencies for each free footprint in the subsets are 0.2, 0.4, 0.2 and 0.4.
Thus two of the subsets each generate a maximum total request frequency of 0.6
requests per serving interval, and the other two generate a maximum total of
2.0 requests per serving interval. The percentage of the time each footprint
in the subsets stands waiting for service (the waiting percentage, wg) is
given in columns 4 and 5. For column 4, each server used the "oldest-request
first” strategy, and for column 5, the "longest-queue-first" strategy, to pick
from the two queues under his purview the next footprint to receive service.
The corresponding average time tg, in serving intervals, that each request
spends standing in its queue, 18 given in columns 6 and 7, and the average
length lg, 1in requests, of the queues 1is given in columns 8 and 9. (The
relationships between  wg, tg and l¢ are 1¢ . BEWE and
tg = we/lpg(pe(l-wg)].)

The results in Table III make clear the differences between the two
strategies. The 1length of queue is held substantially uniform by the
"longest-queue—-first” strategy, and holding time per request 1is held
substantially uniform by the "oldest-request-first" strategy. At the same
time, both performance mneasures show a three-to-one variation for the

strategies in the reverse order, a variation which matches the variation in




the offered traffic load. In particular, the capture phenomenon, in which the

busier subsets deny service to the 1less busy subsets, when the
“longest-queue-first” strategy is used, is clearly demonstrated in columu 7.

The 16-to-4 selection-consetrained networks shown in Figures 11 and 12,
while useful because of their simplicity in demonstrating the properties of
such networks, are not representative of the more elaborate beam-switching
systems of current interest. Accordingly, the subjects of the next few
figures are various selection-constrained 64-to-M networks, where M takes the
values 4, 8 and 16.

For each value of M, various selection-constrained networks of both the
discrete and merged type are included. Figures 14 and 15 cover four such
networks for which M=4, Using the nomenclature of Figure 13, these networks
are the two discrete types defined parametrically as 4x(16;1) and 2x(32;2),
together with the limiting case 1x(64;4), and also the merged type defined as
(17, 15, 17, 15;4), 1in which each gerver has two queues within its purview,
The circuit diagrams of the discrete type of network are self evident. That
for the merged type is shown, in part, in Figure l4. The circuit is imagined
to be laid out on the surface of a cylinder and 1is symmetrical about the
sections A and B, shown, as well as two other similar sections not shown.

The performance of the four networks 1is shown by the curves in
Figure 15. Again we conclude that the merged type of selection-constrained
network does not quite meet the performance of the order-constrained or
uncoustrained networks, but its hardware complexity is gubstantially less. On

the other hand, it does better than the discrete type of selection-constrained
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Fig. l4. Selection-constrained 64-to-4 network of merged type. Only one
complete cell 18 shown of the four needed to complete the network.
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Fig. 15. The performance of four 64-to-4 selection-constrained networks for
uniform request frequencies.




network having essentially the same hardware complexity. Moreover, based on
the results shown in Table II for the 16-to-4 networks, we know the merged
type of network to perform better than the discrete type when the traffic load
is non-uniform.

For the 64-to-8 networks, we consider three discrete types, namely
8x(8;1), 4x(16;2) and 2x(32;4), together with the limiting case 1x(64;8), and
two merged types, namely (9,7,9,7,9,7,9,7;8) and (10,7,10,5,10,7,10,5,;8).
There are two queues under the purview of each server in the first of these
merged networks, and four in the second network. As before, the circuit
diagrams are self evident for the discrete type of network. For the merged
type, the first one is sketched in Figure 16, and the second is readily
derived from the 64-to-4 network shown in Figure 14 by superimposing on the
network of Figure 14 a second identical network shifted laterally by 10 feed
positions.

The curves of Figure 17 summarize the performance of these networks.
Much the same conclusions apply here as to the 64-to—4 network results, except
that now there is a new feature - the additional merged network in which each
server has four queues under his purview. This particular merged type of
selection~constrained network has a performance essentially indistinguishable
from that of the order-constrained network, and yet it has 25% fewer switches
and 2 fewer switches in series in its signal paths.

Figure 17 further emphasizes the improvement in performance that can be
obtained from a discrete type of network by simply shifting its basic subtrees

laterally to overlap one another in a more or less uniformly distributed




Fig. 16. Selection-constrained 64-to-8 network of merged type. Only one

complete cell is shown of the eight needed for the complete network.
are a total of eight sections of symmetry like the two shown at A and B.
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Fig. 17. The performance of six 64-to-8 selection-constrained networks for
uniform request frequencies.




manner. Shifting the subtrees of the discrete 4x(16;2) network produced the
merged (9,7,...;8) network., Similarly, the 2x(32;4) network was transformed
into the merged (10,7,...;8) network.

Figures 18 and 19 cover the 64-to-16 selection-constrained networks,

including four of the discrete type, namely 16x(4;1), 8x(8;2), 4x(16;4) and
2x(32;8), together with the limiting case 1x(64;16), and two of the merged
type, namely (5,3,5,3,...;16), in which each server has two queues under his
purview, and (7,2,5,2,...316), in which each server has four. The circuit
diagrams of the discrete type are gelf evident, since each one is a number of
separate order—constrained networks. The merged type is developed as before
by displacing the basic subtrees of the corresponding discrete type. In fact,
the notation (nj, np, n3, 0ye..;M), in which the sequence n;, njy,...contains M
menbers, and whose sum equals N, also specifies the precise circuit diagram,
provided we also know the number J of queues each server has under his
purview, and provided that J is the same for every server. For then, there
are M subtrees, M/J of which contain a total of N feeds (so that M of them can
cover N feeds J times) and therefore each subtree is Qn [N/ (M/J)]-to-1
subtree. By drawing M such subtrees, each one laterally displaced from the
previous omne successively by n), nz,..., the complete circuit diagram is
obtained. It is clear that one more requirement for the validity of this
procedure is that both M/J and N/(M/J) mist be integers.

The circuit of the network (5,3,5,3,...;16) 1s shown in Figure 18, in
part. The complete circuit is the logical continuation of the part shown

around the surface of a cylinder until 16 output ports are obtained. The
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Fig. 18. The basic structure of the merged 64-to-16 network of the
(5,3,5,3,...316).
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Fig. 19. The performance of seven 64-to-16 selection-constrained networks for

uniform request frequencies.
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network (7,2,5,2,...;16) 1s not shown because it is readily deduced from the
circuit shown in Figure 16 by overlaying a second complete identical 64~to-8
network on top of the original, but displaced laterally by two feed spacings.

The simulation results shown by the curves in Figvre 19 are consistent
with the earlier results. Again, the operation of converting a discrete type
of selection-constrained network to a merged type by moving 1its subtrees
laterally produces a marked improvement in 1its performance without much
changing its hardware complexity.

It should be noted that one of the merged type of networks derivable by
this technique is aissing from the 1list of those 64-to-16 networks studied.
It is the one obtained from the 2x(32,8) discrete network. The omission is
deliberate. Its complexity would seem to rule it out as a practical
possibility. We would expect 1its performance to be essentially
indistinguishable from that of the 1x(64;16) network. This latter network is
included, however, because it represents the upper bound on the performance of
all 64-to-16 networks. It is the reference performance for judging the
others.

A telling demonstration of the benefits of using the merged type of
network rather than the discrete is presented in Figure 20, Three curves are
plotted showing the variation of the waiting percentage per footprint as the
nunber of switches in the network varies for a constant value of request
frequency. Only the discrete type of network is included in the points
defining the curves. The merged networks are plotted as separate points. It
is clear from their position that they provide a distinctly better tradesff

between hardware complexity and performance than do the discrete type.
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Fig. 20. Trade-off of
types of network.
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It has been wmentioned earlier {in this section that the switching
algorithm for the merged type of network has yet to be defined in a systematic
way. It is necessary to note that there i{s also a restriction in the physical
connectivity of the merged type of network when the servers each have three or
more queues under their purview, After applying any appropriate serving
strategy to obtain the list of footprints next to receive service we find,
under rare circumstances, that no matter how we try to allocate the footprints
to be served among the servers, we cannot connect two adjacent feeds
simultaneously to two servers, even though either feed alone can be counected
to either of the servers.

The problem is illustrated in Figure 21. When there are more than two
queues under the purview of each server, we find that at some places in the
network, an additional switch 1is necessary (shown at point P), immediately
following the first two in the signal flow path, to determine at which of two
outputé ports the signal will eventually emerge. If our serving strategy
dictates that feeds A and B should be connected to ports X and Y, we find
ourselves incapable of complying, because to get to ports X énd Y, the signals
from feeds A and B both have to pass through the additional switch.

Fortunately, such a serving requirement is met only with extreme rarity
and so it does not invalidate the simulation results for the more complicated
merged networks. The event is rare because, 1{f there are three or more queues
under the purview of each server, the footprints to be served can usually be
reallocated among the servers to avoid this conflict. However, it does

complicate the development of a switching algorithm,
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Fig, 21. Position of network illustrating a possible connectivity problem
axhibited by merged networks.




V. CONCLUSIONS

The extreme hardware complexity of unconstrained N-to-M switching
circuits is to be avoided whenever possible. Accepting an ordering constraint
in the way the M selected feeds are connected to the M output ports allows a
substantial reduction in this complexity. This class of order-counstrained
network can be described in a general theory which determines a specific
circuit diagram and a specific simple switching algorithm. The next step in
reduced complexity is the merged type of selection-constrained network, which
physically does not provide for some of the conceivable ways of selecting any
M from N. This class of network can encompass much greater variability than
the order-constrained class. As a result, there are guidelines for the design
of such circuits, but no complete theory.

The results of traffic flow simulations through the various networks
demonstrate a performance of the merged type of selection-constrained network
that meakes it a strong candidate in the list of networks to be considered in

practice.
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VIi. APPENDIX

This Appendix contains tables of S (the total number of switches in the
network), L (the maximum number of switches in series in any signal path) and
P (the maximum number of possible signal paths physically in parallel) for the
unconstrained switching networks of both types, and the order-constrained
networks. The three numbers, together, characterize the hardware complexity
of the network, as well as (in the case of L) being an indication of the
insertion loss.

For the directly implemented type of unconstrained network, S, L and P
are given by

S“(N,H) = 2N\M - N-M

L, (N,M) = 2+Int{logz(N-O.l)} + Int{logz(M-O.l)}
Pu(N,M) = NM.

These are tabulated in Table IV for a range of values of N and M. The general
circuit of this network is shown in Figure 1.

For the compound implementation of the unconstrained network, S, L and P
are given by

§ = S (M,M) + S _(N,M)

L'L(HH)+LC(NM)

P = Max {M°, Pc}.

vhere the suffixes refer to the formulas for the unconstrained or
order-constrained networks. These are tabulated in Table V. The general

circuit of this network is shown in Figure 4.
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For the order-constrained network, S, L and P are given by

1 K -
3 S(N,M) = (K+1)(24-1) + | Max{0,Int[(N-4+0.1)2 k_0.51} min{2"1-1,28-1}
: k=1

L (N,M) = 2 + K + Min{K,Int[log,(-0.1)]}

where K = Int{logz(N—H+0.l)}

N, M= 1

P (N,M) =
¢ 2(N-1), MD> 1.

These are tabulated in Table VI. The development of the circuit diagram is

illustrated in Figures 6 and 7.
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TABLE IVa

TOTAL NUMBER S OF SWITCHES FOR UNCONSTRAINED N-TO-M
NETWORK (DIRECT IMPLEMENTATION (N > M)

2 3 4 5 6 7 8 9 10 11 12 13
o - - - - - - - - - - -

7 0 - - - - - - - - - -
i0 17 0 - - - - - - - - -
13 22 33 0 - =~ - - - - - -
16 27 38 49 0 - - - - - - -
19 32 45 S8 71 0 - - - - - -
22 37 52 67 82 97 0 - - - - -
25 42 59 76 93110127 0 - - - -
28 47 66 85104 123 142161 0 - =~ -
31 52 73 94 115136 157 178189 0 - -
34 57 80 103 126 149 172 195 218 241 0 -
37 62 87 112 137 162 187 212 237 262 287 0
40 67 94 121 148 175 202 220 256 283 310 337
43 72 101 130 159 188 217 246 275 304 333 362
46 77 108 139 170 201 232 263 204 387
49 82 115 148 181 214 247 280 313 346 37Q 412
52 87 122 157 192 227 262 287 332 367 402 437
55 G2 120 166 203 240 277 314 351 388 425 462
S8 97 136 175 214 253 202 331 370 409 448 487
61 102 143 184 225 266 307 348 380 430 471 512
64 107 150 193 236 279 322 365 408 451 494 537
67 112 157 202 247 202 337 382 427 472 517 562
70 117 164 211 258 305 352 300 446 493 540 587
73 122 171 220 269 318 367 416 465 514 563 612
76 127 178 229 280 331 382 433 484 535 586 637
79 132 185 238 201 344 397 450 503 556 609
82 137 192 247 302 357 412 467 522 577 632 687
85 142 199 256 313 370 427 484 541 598 655 712
88 147 206 265 324 383 442 501 560 619 678 737
91 152 213 274 335 396 457 518 570 640 701 762
94 157 220 283 346 400 472 535 508 661 724 787
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391
418 449
445 478
472 S07
499 536

823 884
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TABLE IVa (cont'd)

227 292 357 422 487 552 617 682 747 812 877 8421007

w
w
w
N
o
~N
on
N

34 33 100 167 234 301 368 435 502 569 636 703 770 837 S04 9711038
35 34 103 172 241 310 379 448 517 586 655 724 793 862 83110001069 !
36 35 106 177 248 319 390 461 532 603 674 745 816 887 95810291100 E
37 36 109 182 255 328 401 474 S47 620 693 766 839 912 98510581131 1
38 37 112 187 262 337 412 487 562 637 712 787 862 937101210871162 : f
39 38 115 192 269 346 423 500 577 654 731 808 885 962103911161193 H
; 40 39 118 197 276 355 434 513 592 671 750 829 908 987106611451224
t 41 40 121 202 283 364 445 526 607 688 769 850 9311012109311741255 j
42 41 124 207 290 373 456 539 622 705 788 871 9541037112012031286 A
43 42 127 212 297 382 467 SS2 637 722 807 892 9771062114712321317 f
t 44 43 130 217 304 391 478 565 652 739 826 91310001087117412611348
4S5 44 133 222 311 400 489 578 667 756 845 93410231112120112901379 J
46 45 136 227 318 409 S00 591 682 773 864 95510461137122813191410 1
47 46 139 232 325 418 S11 604 697 790 883 97610691162125513481441 !
48 47 142 237 332 427 522 617 712 807 902 99710921187128213771472
49 48 145 242 339 436 533 630 727 824 921101811151212130014061503
s 50 49 148 247 346 445 544 B43 742 841 940103911381237133614351534
51 S50 151 252 353 454 555 656 757 858 959106011611262136314641565
52 51 154 257 360 463 S66 669 772 875 978108111841287139014931596
53 52 157 262 367 472 577 682 787 892 997110212071312141715221627
54 53 160 267 374 481 588 695 802 9091016112312301337144415511658
S5 54 163 272 381 490 599 708 817 9261035114412531362147115801689
56 S5 166 277 388 499 610 721 832 9431054116512761387149816091720
57 56 169 282 395 S08 621 734 847 9601073118612991412152516381751
S8 57 172 287 402 S17 632 747 862 9771082120713221437155216671782
59 58 175 292 409 526 643 760 877 9941111122813451462157916961813

24913681487160617251844

60 S9 178 297 416 535 654 773 882101 :
}29114141537188017831906
1

1
61 60 181 302 423 S44 665 786 9071022

62 61 184 307 430 S53 676 799 92210451168
63 62 187 312 437 562 687 812 93710621187131214371562168718121937
64 63 190 317 444 571 608 825 95210791206133314601587171418411968
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TABLE IVb

MAXIMUM NUMBER L OF SWITCHES IN SIGNAL PATH FOR UNCONSTRAINED N-TO-M
NETWORK (DIRECT IMPLEMENTATION) (N > M)
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TABLE IVc

MAXIMUM NUMBER P OF PHYSICAL SIGNAL PATHS FOR UNCONSTRAINED N-TO-M

NETWORK (DIRECT IMPLEMENTATION) (N > M)
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TABLE Va

TOTAL NUMBER S OF SWITCHES FOR UNCONSTRAINED N-TO-M
NETWORK (COMPOUND IMPLEMENTATION) (N 2 M
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TABLE VIa

TOTAL NUMBER S OF SWITCHES FOR ORDER-CONSTRAINED N-TO-M NETWORK (N > M)
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TABLE VIc

MAXIMUM NUMBER P OF PHYSICAL SIGNAL PATHS FOR ORDER-CONSTRAINED N-TO-M

NETWORK (N < M)
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